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Abstract of the contribution: This contribution discusses the granularity of the 5GS Bridge, the topology discovery of the 5GS Bridge and the binding information in the UE.
1. Introduction

For the architecture of supporting 5GS integration with TSN network, there are some principles need to clarify. This paper provides some analysis on those principles. 
2. Discussion
This paper aims to discuss the following editor’s notes on 5GS integration with TSN network.

-
The granularity of the 5GS bridge is FFS.

-
It is FFS whether and how the topology of 5GS Bridge as defined in 802.1AB[y] is needed and if addition information is needed.

-
The details on the binding information in the UE is FFS.

-
The NF (AF or PCF) performing the mapping for TSN traffic scheduling information is FFS.
2.1 Granularity of the 5GS Bridge
As the contribution S2-1901721 on meeting #131 proposed, there are mainly 3 options on granularity of 5GS bridges.

· Option1, Single virtual bridge including all UEs and UPFs.

· Option2, Per UPF based 5GS virtual bridge.

· Option3, Per UE based 5GS virtual bridge.

For option1, all UEs and UPFs serving for the specific TSN are grouped into a single virtual bridge. This solution would simplify the 5GS logical bridge deployment. But on the other hand, as we discussed in S2-1902008 on meeting #131, this solution may cause the problem that a TSN stream is wrongly scheduled on a UPF which is not the anchor UPF of the the corresponding PDU Session. And this option may also cause efficiency problems for large scale configruation.

For option2, all UEs connected to a specific UPF that support connecting to a given TSN network are grouped into a single logical bridge. This option allows the UPF, behaving like as a TSN bridge, supplying normal topology information to TSN network in a more flexible manner.

For option3, each UE that has one or more PDU Sessions to a specific TSN network is treated as a TSN bridge. This  option requires to assign each UE an individual serving port on UPF, which means the UPF port could not be shared by different UEs. As following figure illsutrated, there are two 5GS TSN logical bridges, each corresponds to a PDU Session, and they separately expose a port to the DN which are port1 of bridge1 and port2 of bridge2. But in fact, there is only one connection between the UPF and its neighbour bridge in the DN. This may not be supported by topology discovery and traffic scheduling.
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According to above discussion, option2 is the preferred solution.
Proposal 1.1: Propose to accept that the granularity of 5GS logical bridge is per UPF per TSN network.

2.2 Topology discovery of the 5GS logical bridge

LLDP (Link Layer Discovery Protocol) defined in IEEE 802.1AB is a used by network devices to advertise their identities, capabilities, and neighbors on a local area network. According to LLDP mechanism, the CNC discovers the topology of each two neighbor devices and then generates the complete topology of the network. 802.1Qcc makes an example in annex U: CNC uses 802.1AB to discover the physical links between end stations and bridges.

The topology discovery mechanism including LLDP Protocol Data Unit (LLDPDU) format and Management Information Base (MIB). Following figure illustrates the topology discovery mechanism.
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As described in 802.1AB, the CNC works as the Network Management System (NMS). The CNC receives at least the chassis ID and port ID of a bridge according to local system MIB, and receives the chassis ID and port ID of a neighbor device that connects to the bridge according to remote system MIB. Wherein the chassis ID identifies the device and the port ID identifies a bridge port.

A bridge port supporting LLDP would periodly transmit LLDPDU. When local or remote MIB changed on a bridge, it would notify the CNC to update the topology. As the above figure illustrated, the TSN bridge1 should receive LLDP to find the endstation as there is no remote management interface between CNC and endstation. The TSN bridge1 would receive LLDPDU from 5GS logical bridge which includes the 5GS logical bridge chassis ID and port ID. Then the TSN bridge1 stores the local system MIB about it’s bridge and port information, and stores the remote system MIB about it’s neighbor device and port information. Those system MIB are reported to CNC in order to generate the topology of endstation1, TSN bridge1 and the 5GS logical bridge.
Proposal 2.1: Propose the 5GS logical bridge supports LLDP as specified in 802.1AB.

2.3 QoS flow generation

Similar with AF request targeting to an individual UE address, the AF request shall be delivered to the right PCF via NEF according to UE address. Since the UE connecting to the TSN network uses the Ethernet PDU session that acts as a bridge port, it should have a MAC address to identify UE PDU session. The AF could bind the MAC address used by the PDU Session and port on UE side of the 5GS Bridge for AF request delivery.

In order to simplify the implementation work of the 3rd part AF, the QoS mapping for TSN traffic scheduling information could be performed on the PCF so that the AF would not aware of the parameter mapping. 

Proposal 3.1: Propose to bind the MAC address used by the PDU session with the 5GS bridge ID and port ID on UE side in order to deliver AF request to the right PCF.

Proposal 3.2: Propose the AF to decide the UE address according to the port ID in TSN stream scheduling request, and send TSN stream scheduling information to the PCF for QoS mapping.
3. Proposals
It is proposed to discuss the above issues and agree the proposals in SA2.
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